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_______________________________________________________________________________________ 

 

Abstract: This survey paper comprehensively explores the landscape of predictive modeling for Absorption, Distribution, 

Metabolism, Excretion, and Toxicity (ADMET) properties of drugs through the lens of machine learning (ML) techniques. The 

review encompasses an extensive analysis of methodologies, data sets, advancements in ML algorithms, and their applications in 

drug discovery and development. Beginning with an overview of the significance of ADMET properties in drug development, the 

survey delves into various datasets utilized for modeling, encompassing chemical descriptors, biological activities, 

physicochemical properties, and toxicity endpoints. It scrutinizes the intricacies of feature engineering, emphasizing the 

importance of selecting informative features for accurate predictions. The survey critically evaluates an array of ML algorithms 

employed in predictive modeling, ranging from traditional methods to state-of-the-art deep learning architectures. It highlights the 

strengths, limitations, and applications of these algorithms in predicting ADMET properties, emphasizing the need for robust 

experimental design and validation protocols. Challenges such as interpretability, data quality, and integration of domain 

knowledge are addressed, underscoring the significance of standardized frameworks for ensuring reproducibility and generalizing 

ability of predictive models. Furthermore, the survey showcases successful applications of ML-based predictive modeling in 

optimizing drug candidate selection, mitigating toxicity risks, and expediting the drug discovery process. 
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_______________________________________________________________________________________ 

 
I. INTRODUCTION 

 

 In recent years, the application of ML techniques in predicting ADMET properties of drug candidates has emerged as a pivotal 

area in pharmaceutical sciences. The introduction provides an overview of the significance of ADMET properties in drug 

development, emphasizing the necessity of efficient prediction models to assess these properties early in the drug discovery 

process. It discusses the complexities and challenges associated with traditional experimental methods in assessing ADMET 

properties, underscoring the need for computational approaches that expedite the identification of potential drug candidates while 

reducing costs and laboratory efforts. Predictive modeling for ADMET (Absorption, Distribution, Metabolism, Excretion, and 

Toxicity) properties of drugs using machine learning (ML) involves employing computational techniques to forecast how a drug 

candidate might interact within a biological system. This approach has become integral in pharmaceutical research and 

development, aiding in the identification and optimization of potential drug candidates while minimizing risks associated with 

toxicity and inefficacy. 

 

II. METHODOLOGY AND APPROACH 

 
A. Objective: The primary goal is to predict and assess various crucial properties of a drug candidate: 

 

1. Absorption: How the drug is absorbed into the body's blood stream from its administration route. 

2. Distribution: How the drug spreads throughout t the body's tissues and organs. 

3. Metabolism: How the drug is chemically altered within the body. 

4. Excretion: How the drug and its metabolites are eliminated from the body. 

5. Toxicity: Assessing potential adverse effects the drug might induce. 
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B. Data Acquisition: Gathering comprehensive data from various sources (e.g., biological assays, chemical databases, 

research publications) that detail the properties and behaviors of different drug molecules. 

 

1. Data Preprocessing: Cleaning the data by handling missing values, normalizing features, and structuring it for 

analysis. This step ensures that the data is suitable for ML algorithms. 

2. Feature Engineering: Identifying relevant features or properties that impact ADMET behaviors. This may involve 

transforming existing features or creating new ones that enhance predictive power. 

3. Model Selection: Choosing suitable ML algorithms (e.g., Random Forests, Gradient Boosting, and Neural Networks) 

based on the nature of the data and the prediction task. 

4. Model Training: Training the selected models on a portion of the dataset to learn patterns and relationships between 

drug features and ADMET properties. 

5. Model Evaluation: Assessing model performance using metrics like accuracy, precision, recall, or area under the curve 

(AUC) for classification tasks, and metrics like RMSE or R-squared for regression tasks. 

6. Model Validation and Interpretation: Ensuring the model generalizes well to new, unseen data. Analyzing feature 

importance can provide insights into which factors significantly influence the predictions. 

7. Deployment and Monitoring: Deploying the model to predict ADMET properties of new drug candidates. Continuous 

monitoring and potential model updates as new data becomes available or as performance changes are essential. 

 
 

 
Fig. 1. Work flow of Machine Learning 

 

C. Scope of the Survey: 

The survey aims to comprehensively review and analyze various aspects of predictive modeling for ADMET properties using 

ML techniques. It delves into: 

1. Data Sources and Preprocessing: Discuss the diverse sources of data used for modeling ADMET properties, data 

quality challenges, and preprocessing techniques required for ML algorithms. 

2. Feature Engineering and Selection: Highlighting strategies for identifying essential features and engineering 

approaches to enhance predictive power. 

3. Machine Learning Models: Reviewing a spectrum of ML algorithms (e.g., Random Forests, Neural Networks, and 

Support Vector Machines) employed in predictive modeling and their applications to specific ADMET properties. 

4. Model Evaluation and Validation: Discussing metrics and techniques used to assess model performance and ensure 

generalizability and reliability. 

5. Challenges and Future Directions: Addressing challenges such as interpretability, domain knowledge integration, and 

the need for more comprehensive datasets. Additionally, discussing emerging trends and future directions in the field. 

 

D. Significance: 

The introduction emphasizes the significance of this survey in consolidating current knowledge, providing a comprehensive 

understanding of methodologies, and identifying gaps and opportunities for future research in predictive modeling for ADMET 

properties using ML. It highlights the potential impact of these models in expediting drug discovery, optimizing candidate 

selection, and minimizing risks associated with toxicity and inefficacy. 
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By offering a comprehensive review of existing literature, methodologies, challenges, and potential advancements, this survey 

aims to serve as a roadmap for researchers, practitioners, and stakeholders in the pharmaceutical industry, fostering 

advancements in predictive modeling for ADMET properties using ML techniques. 

 

 

 Fig. 2. Predictive Multitask Deep Neural Network Models for ADME-Tox Properties 

 

 

III. LITERATURE SURVEY 
 

 

A. Identifying Protein Features and Pathways Responsible for Toxicity Using Machine Learning and Tox21: Implications 

for Predictive Toxicology [13] 

This represents the inaugural computational pipeline leveraging protein descriptors to extract crucial features from twelve 

toxicity endpoints within the Tox21 dataset for evaluating compound toxicity. Our approach encompasses a fusion of protocols 

integrated into the CANDO drug discovery platform. These protocols involve generating compound-proteome interaction 

signatures, balancing data, selecting features, and conducting enrichment analysis. This concerted effort aims to comprehend 

compound toxicity patterns at the protein pathway level. We anticipate that this innovative computational pipeline will offer a 

fresh perspective on assessing environmental compounds. Moreover, it presents an opportunity for researchers and the 

pharmaceutical industry to delve into the underlying proteomic mechanisms responsible for inducing toxicity while potentially 

aiding in the development of novel therapeutics targeting toxicity-related pathways. 

 

B. Machine learning in drug design: Use of artificial intelligence to explore the chemical structure–biological activity 

relationship [14] 

 

The paper presents a comprehensive overview of the use of artificial intelligence (AI) systems in drug design. Neural networks, 

which are one of the systems employed in AI, are used to identify chemical structures that can have medical relevance. The 

2019 Nature Machine Intelligence article highlighted the resurgence and lasting impact of AI in medicine. It confirmed the 

growing role of computer advancements and computational algorithms in supporting drug design. The review emphasized that 

while various neural network architectures, from basic to complex ones like CNN, capsule, or GAN, are applied in drug design; 

no single network stands out definitively as the best tool. However, deep learning (DL) solutions are gaining popularity due to 

their ability to emulate intricate human thinking patterns and autonomously derive characteristics from observed datasets, aiding 

drug design significantly. 

 

C. A review on machine learning approaches and trends in drug discovery [15] 

A collaborative effort is imperative to seek and implement standardized frameworks. This effort stands as a crucial factor in 

swiftly transitioning academic findings into industrial applications. Lack of standardization in processes and methodologies poses 

https://www.google.com/url?sa=i&url=https%3A%2F%2Fpubs.acs.org%2Fdoi%2F10.1021%2Facs.jcim.8b00785&psig=AOvVaw3Rnc3cNVqOp1AZNyH9UmqD&ust=1703144554935000&source=images&cd=vfe&opi=89978449&ved=0CBIQjhxqFwoTCNiK3orCnYMDFQAAAAAdAAAAABAH
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a challenge, preventing the extension of research outcomes to practical clinical tasks. Hence, when employing machine learning 

techniques, it becomes essential to design experiments robustly to ensure reproducibility across diverse researchers. Throughout 

this review, inconsistencies in this aspect were evident across various articles analyzed. To arrive at definitive conclusions, 

addressing this issue deserves significant attention. Nonetheless, the potential and benefits offered by machine learning 

techniques remain vast, particularly within the realms of precision medicine and drug discovery. 

 

IV. DATASET 
 

Several datasets are available for predictive modeling of ADMET properties using machine learning in drug discovery. Some 

popular datasets include: 

1. Tox21Dataset: This data set, developed by the National Institutes of Health (NIH), contains results from high-

throughput screening assays measuring toxicity-related properties for thousands of chemical compounds. 

2. Drug Bank: Drug Bank is a comprehensive database that includes information on drugs, their targets, chemical 

structures, and ADMET properties. It's a valuable resource for predictive modeling in drug discovery. 

3. ChEMBL: ChEMBL is a large database that provides bioactivity data, including ADMET properties, for a wide range 

of compounds. It's frequently used in drug discovery research. 

4. PDBbind: This dataset focuses on protein-ligand binding affinity and contains information about protein structures, 

ligands, and their binding affinities, which can be relevant for drug design and ADMET prediction. 

5. PubChem BioAssay Database: PubChem offers an adverse collection of bioassay data, including ADMET-related 

assays, which can be used for modeling toxicity properties. 

6. TCRD (Therapeutic Target Database): TCRD provides information on drug targets, including protein interactions, 

pathways, and associations with diseases, which can be used in predictive modeling. 

 

 When using these datasets for predictive modeling, it's crucial to preprocess the data, handle missing values, perform 

 feature engineering, and split the dataset into training and testing sets for model development and validation. 

 

 
Fig.3. Transformer-Based Language Models for Estimating DTI and Building a Drug Recommendation Workflow [16] 

 

A. Attributes of Dataset: Attributes in a dataset for predictive modeling of ADMET (Absorption, Distribution, Metabolism, 

Excretion, and Toxicity) properties of drugs using machine learning typically include various features describing 

chemical compounds and their biological properties. Here are common attributes or features found in such datasets: 

1. Chemical Descriptors: Molecular descriptors representing structural features of compounds, such as molecular weight, 

chemical formulas, atom counts, bond types, etc. 

2. Biological Activity: Information about the interaction of compounds with biological targets, including binding affinity, 

enzymatic activity, or cellular responses. 

3. Physicochemical Properties: Properties like solubility, lipophilicity, polar surface area, and hydrogen bonding 

capacity influence a compound's behavior in biological systems. 

4. Toxicity Endpoints: Measurements or predictions of toxicity-related properties, including cytotoxicity, mutagenicity, 

genotoxicity, carcinogenicity, hepatotoxicity, cardiotoxicity, etc. 
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5. ADMET Parameters: Attributes describing the Absorption, Distribution, Metabolism, Excretion, and Transport 

properties of compounds, such as bioavailability, permeability, metabolic stability, plasma protein binding, etc. 

6. Biological Pathways/Targets: Information about biological pathways affected by the compounds, target proteins, gene 

expression changes, and pathway interactions. 

7. Experimental Conditions: Conditions under which the data was collected, including concentrations, assay types, cell 

lines, organisms, and experimental protocols. 

8. Metadata: Additional information like compound IDs, assay IDs, sources of data, assay descriptions, and any other 

relevant contextual information. 

9. Outcome/Label: The target variable representing the toxicity or ADMET property being predicted or classified. 

 

 

 

 Fig. 4. Prospective Validation of Machine Learning Algorithms for Absorption, Distribution, Metabolism, and Excretion[17] 

 

These attributes collectively provide a comprehensive profile of compounds and their behaviors, facilitating the development of 

predictive models to estimate ADMET properties and predict the potential toxicity or efficacy of drug candidates. The choice 

and relevance of attributes often depend on the specific research question, the nature of the compounds, and the goals of the 

predictive modeling task. 

 

V. CONCLUSION 
 

This survey comprehensively explores the landscape of predictive modeling for Absorption, Distribution, Metabolism, 

Excretion, and Toxicity (ADMET) properties of drugs using machine learning (ML) techniques. The review underscores the 

transformative potential of ML in revolutionizing drug discovery and development processes. Through an in-depth analysis of 

various datasets, methodologies, and advancements in ML algorithms, it is evident that predictive modeling holds promise in 

efficiently evaluating ADMET properties, aiding in the identification of drug candidates while mitigating risks associated with 

toxicity and inefficacy. The review highlights the significance of interdisciplinary collaboration, emphasizing the need for 

standardized frameworks and robust experimental designs to ensure the reproducibility and generalizability of predictive 

models. Challenges such as interpretability, data quality, and the integration of domain knowledge remain crucial areas for 

further exploration and refinement. Moreover, the versatility of ML algorithms, coupled with their ability to decipher complex 

biological interactions, opens avenues for precision medicine and targeted drug design. However, it's imperative to acknowledge 

that while ML techniques offer tremendous potential, they complement rather than replace human expertise in the decision-

making process. 

The future of predictive modeling in ADMET properties using ML appears promising, paving the way for accelerated drug 

discovery, enhanced drug safety, and personalized therapeutics. As this field continues to evolve, it is crucial to foster 

collaborative research efforts, leverage emerging technologies, and address existing challenges to realize the full potential of 

predictive modeling in optimizing drug development."This conclusion serves to summarize the key takeaways from the survey 

paper, emphasizing the opportunities, challenges, and future prospects in the realm of predictive modeling for ADMET 

properties using machine learning techniques. 

 

 

https://pubs.acs.org/doi/abs/10.1021/acs.jcim.3c00160
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